
Swarnandhra College of Engineering & Teghnology
Autonomous and recognized under 2(F) and 12(B) by UGC

Re co gn izedll-:ffi 
; TilI ;:l,T:[:'ffi U:fJtu 

ki n a$ a

Seetharamapurm, Narsapur - 53028 (Andhra Pradesll)

DEPARTMENT OF INFORMATION TECHNOLOGY
TEACHING PLAN

20IT6T01 Machine Learning VI IT 6 2024-25 t8-tt-2024

COURSE OUTCOMES

1 Formulate a machine learning problem

2 Develop and apply regression and classification algorithm

a
J Create a model for decision tree leaming

4 Understand the Bayesian approach for machine learning

5 Apply unsupervised learning models for handling unknown pattem
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Out

Comes /
Bloom's

Leyel

Topics
No.

Topics/
Activity

Text
BoolV Ref

Contatt
Hour

Delivery
Method

I co- 1

Unit-l Introduction

1.1 Well-Posed learning problems T2 2

Chalk
&

Board

Power
point

presentatio

ns

Assignment

Test

1.2
Basic concepts, Types of Machine
Leaming

T2 1

1.3
Supervised, unsupervised and
reinforcement

T2 ,

1.4
Goals and applications of machine
learning

T2 I

1.5

Aspects of developing a learning
system: training data, concept
representation

T2 1

1.6 Function approximation. T2 I
1.7 Concept learnins Introduction T2 I
t.8 Version Spaces and the T2 I
1.9 Candidate Elimination Aleorithm T2 I

Content beyond syllabus 1.10 Trends in Machine Leaming T1. T3 I
Total t2'

il co -2

Unit-2 Supervised Learning

2.1 Regression: Linear regression T1,T2 1

Chalk
&

Board

Power

2.2 Polynomial regression, Tl,T2 1

2.3 Metrices for accessing regression, TL,T2 I

2.4
Overfitting-Underfi tting problems,
The bias I Variance tradeoff.

Tl,T2 1
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2.6 SVM-Optimal Separation-Kemels Tl,T2 I point
presentatio

ns

Assignment
Test

2.7 Kemel Optimization Tl,T2
2.8 Linear Discriminant Analysis T1.T2 1

2.9 Metrices for accessing classification Tl,T2 1

Content beyond syllabus 2.10 Modelline of Bias and Variance T1,T3 1

Total 10

III co-3

Unit-3 Decision Tree Learning

3.1
Decision tree representation,
appropriate problems for decision
tree learning

Tl,T2 1
Chalk

&
Board

Power
point

presentatio

ns

Assignment
Test

3.2
Univariate Trees (Classifi cation and
Regression)

Tl,T2 I

3.3 Multivariate Trees Tl,T2 I

3.4
Basic Decision Tree Learning
alsorithms

Tl,T2 )

3.5
Hypothesis space search in decision
tree leaming

Tl,T2 I

3.6
Inductive bias in decision tree
learning

Tl,T2
1

3.7 Issues in decision tree learning Tl,T2 1

3.8 Random Forest Tl,T2
Content beyond syllabus 3.9 Introduction to Ensemble techniques T3,R1 I

Total 10

IV co-4

Unit-4 Bayesian Learning

4.1 Bayes theorem and concept learning, T1,T2,T
3

1

Chalk
&

Board

Power
point

presentatio
ns

Assignment
Test

4.2 Bayes optimal classifier T1,T2,T
3

1

4.3 Gibbs algorithm TL,T2,T
3

I

4.4 Naive Bayes Classifier Tl,T2,T
3

I

4.5 Bayesian belief networks T1,T2,T
3

2

4.6 The EM algorithm Tl,T2,T
3

I

4.7 Gaussian Mixture Model TI,T2,T
3

1

4.8 MLE and Bayesian Estimate
Tl,T2,T

3
1

Content beyond syllabus
4.9 Comparison of Gaussian Models Tl,T2,T

3
2

Total lt'
V co-s Unit-S Unsupervised Learning:
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5.1

Curse of Dimensionality,
Dimensionality Reduction
Techniques

T1oT2,T
3

1

Chalk
&

Board
Power
point

presentatio

NS

Assignment
Test

5.2 Principal component analysis
T1,T2,T

3
1

5.3 Singular Value Decomposition
Tl,T2,T

3
I

5.4 Introduction to clustering
T1,T2,T

3
1

5.5 Hierarchical: AGNES, DIANA Tl,T2,T
3

1

5.O
Partitional: K-means clustering, K-
Mode Clustering

T1,T2,T
3

I

5./
Hierarchical, Spectral, subspace

clustering
Tl,T2,T

3
1

5.8 Association rule mining
TI,T2,T

3
I

Content beyond syllabus 5.9
Shopping example using mining
rules

T1, Rl 2

Total 10

C,r-rlqtir. P.opot.d P..i* 53

Text Books:
S.No. AUTHORS, BOOK TITLE, EDITION, PUBLISHER, YEAB OF PUBLICATION

1
P"t., Fl*tt M*hine Learning-The Art and Science of Algorithms that llake Sense of
Data, Cambridge University Press, 2017

2 T.M. Mitchell, "Machine Learning", McGraw-Hill, 199

J
Saikat Dutt, Subramanian Chandramouli, Amit Kumar DaS, "Machine Leamlng", Pearson,

2019
Reference Books:

S.No. AUTHORS, BOOKTITLE, EDITION, PUBLISHER, YE@
1 Ethern Alpaydin, "Introduction to Machine Learning", MIT Press, 2004.

2 ing-AnA1gorithmicPerspective,,,Secoq$Edition,
Chapman and Ha11/CRC Machine Learning and Pattern Recognition 5919{!]4.

J ido..IntroductiontoMachineLearningwithPyhon:A
Guide for Data Scientists", Oreilly

Web Deta ils:
1 ,Ardre* Ng, "Machine Leaming Yeaming" https://www.deepleaming.ailmachine-learning-

yearning/
.\
L Shui Shalev-Shwartz, Shai Ben-David, "Understanding Machine Learning: From Theory to

Algorithms", Cambridge University Press

https:l/www.cse.huji.ac.ill-shais/UnderstandingMach4elearninglindex.
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