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COURSE OUTCOMES
I CO1: Introduce the fundamentals of NLP, language modeling, and text preprocessing technigues.
2 CO2: Sty statistical models for word prediction and part-of-speech tagging technigues.
3 CO3: Understand syniactic parsing techniques using grammar rules and probabilistic models.
4 CO4: Explore meaning representation, semantic roles, and word sense disambiguation technigues.
5 COS: Study discourse structures, reference resolution, and key lexical resources in NLP.
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3. SYNTACTIC ANALYSIS
3.1 Context-Free Grammars R2,R3 1
CO3: 3.2 Grammar rules for English R1,R2,R3 1
Under | 33 | Treebanks TIRLR3 |,
syntact 34 | Normal Forms for grammar T1,T3,R3 i
ic
parsin 3.5 Dependency Grammar T2,T3,R1 1
z 3.6 Syntactic Parsing T1,T3,R3
techni e ol !
- ques 3.7 Ambiguity Ti,T2 )
using 3.8 Dynamic Programmi i Chalk,
pomi. . A g ing parsing T2,T3 | Talk &
i 3.9 Shallow parsing TI,R3 ) PPT
r:l;s 3.10 | Probabilistic CFG T1,R3 1
p_rubab 3.11 Probabilistic CYK T3,R1,R2 1
:::;i:] 3.12 | Probabilistic Lexicalized CFGs T3,R1 |
g 313 Feature structures, Unification of feature TLT2
structures ' 1
L_ Assignment 3 T1,T3,R3 |




SWARNANDIIRA

COLLY kfes
LLEGE or ENGINEERING&TECTINOLOGY

FAUTONOMLUS)
Secthammapuim, NARASAPUR - Pin: $34 280
C.B.S-3 : =i _
Word Embeddings & Sentence Embeddings | T1, T3,R1 |
Total 15
4. SEMANTICS AND PRAGMATICS
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Where : C.B.S = Content Beyond the Syllabus

Text Books:

S.No | Authors, Book Title, Edition, Publisher, Year of Publication

TI Daniel Jurafsky, James H. Martin,Speech and Language Processing (3rd Edition Draft), Pcarson,
2023

T2 Christopher D. Manning, Hinrich Schiitze, Foundations of Statistical Natural Language Processing,
MIT Press, 1999

T Steven Bird, Ewan Klein, Edward Loper,Natural Language Processing with Python, O’ Reilly

Media, 2009

Reference Books:

S.No. | Authors, Book Title, Edition, Publisher, Year of Publication

Rl Frederick Jelinek,Statistical Methods for Speech Recognition,MIT Press, 1997

R2 Nitin Indurkhya, Fred J. Damerau, Chapman and Hall,Handbook of Natural Language Processing
2nd Edition,CRC, 2010

R3

Jacob Eisenstein, Introduction to Natural Language Processing, MIT Press, 2019,

Web Details

W1 | hups:/fwww.nltk, org

W2 s huesingface.cof

W3 Werview
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iii. Module Coordinator Dr. G. SUDHAKAR 9)(_
v, Program Coordinator Dr. B. RAMA KRISHNA 2%
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