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Course Objectives:

1. The student should be made to study the concepts of Artificial Intelligence, learn
the methods of solving problems using Artificial Intelligence.

2. The student should be made to introduce the concepts of applications of Al, namely
- game playing, theorem proving, and machine learning.
3. To learn different knowledge representation techniques

Course Outcomes (Cos): At the end of the course, student will able to

CO No. Course Outcome K;c:rv:}e(cll(g)e
Understand the fundamental concepts of Artificial
Cco1 Intelligence, types of agents, and problem formulation K1
techniques.
Apply various search strategies, including uninformed,
CO2 | heuristic, and adversarial search algorithms for problem K3
solving and game playing.
' Represent knowledge using logic-based and rule-based
CO3 |[systems, and apply probabilistic reasoning under K2
uncertainty,
Demonstrate understanding of first-order logic and perform
CO4 inference techniques like unification, forward, and backward K4
chaining., *
Analyze and apply learning strategies such as decision trees,
COS | explanation-based learning, statistical methods, and K3
reinforcement learning.
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Level ks | Hours
UNIT-1
1,2 | Students K2, K3 | 1.1 [Introduction, Al | 71 2
will be able problems
to explain 1.2 | Foundation of Al T1 2 .
the and history of Al




1.3

found_ations Intelligent
s?grlzilgz?;y agtzints: Agents T1
an
Intelligence, Environments
understand 1.4 | The concept of T1
;ng?rllltlsgl:mmd - rationality
anvirorsEt . The. nature of T1 Chalk
g | environments &
coz}cept_of _ 1:6 | struchire of T Board,
;itéonahlty, agents PPT, Interactive
apply : :
problem 1.7 | problem solving T1 Whiteboarding
formulation agents,
techniques 1.8
for problem- ‘ Problem ™
SOlVthlg formulation
agents.
UNIT-II
2.1 | Searching for T1
'| solutions
2.2 | Uniformed T1
search strategies
— Breadth first
Students search
will be able 2.3 | Uniformed T1
to apply” search strategies
uninformed — depth first
and | Search
informhed 2.4 | Search with Tl
searc :
d partial
strategies, information
analyze (Heuristic .
heuristic- search) Hill Chalk
b?os‘gldem climbing &
> golving 3. k4 | 2° A* Algorithm T1 Board,

) & nods: d 56 | AO* Algorithms T1 PPT , Interactive
=hd . ;
A 57 | Problem T1 Whiteboarding
game- reduction :
playing 2.8 | Games T1
fﬁgﬁznthms 2.9 xini-.Thax T1

A gorithm
t.echmques 510 | Optimal T1
like K : :
PRk e decisions in
ml_glz =N multiplayer
ane ap games
| beta ' '
pruning. 2.11 | Problem in Game | T1
’ playing
2.12 | Alpha-Beta T1
' pruning
2.13 | Evaluation T
functions.
3 ot D




Mid I Exam

UNIT-III
3.1 | Knowledge

representation T1

issues
Students 3.2 | Predicate logic-
will be able logic T1
to explain programming
different t ets-
knowledge Bl T1
representati {ihetitarice
ya i 3.4 | Constraint -
Based propagation
deduction 3.5 | Representing
and knowledge usin T1
probabilistic rules . g Chalk
reasoning, K3,K4 &

5, 6 | and analyze 3.6 | Rules based Basrd.
methods deduction PPT , Interactive
like systems . .
E‘;c(l:cate 3.7 | Reasoning under Whiteboarding
el uncertainty
nets, 3.8 | Review of
frames, and probability
uncertainty
handling 3.9 | Bayes’
techniques. probabilistic

interferences and
dempstershafer
theory.
UNIT-IV
Students 4.1 | First order logic T1
will be able :
to 4.2 | Inferencein first | 71
understand order logic
first-order 4.3 | propositional vs.
logic, apply first order T1
inference inference
techniques 4.4 | unification & lifts
such aqs forward chaining Chalk

7,8 | unification, &
forward and K4 Board, _
backward f | PPT , Interactive
chainiog, ' / ‘Whiteboarding
and ' / ¢ T1
distinguish ¥/ \
between [
propositiona / ’

1 and first-

order

inference

methods,




UNIT-V

Students 5.1 Backward T1 2
will be able Chalning
to apply 5.2 | Resolution T1 1
reasoning
methods 5.3 | Learning from
like observation T1 3
backward Inductive
chaining learning
and 5.4 Decision trees T1 2
resolution
’ 5.5 | Explanation
gnf? anslyze based learning * Chalk
ifferent —
learning 5.6 Stat1spcal 5 &
9, 10 approaches K5 Learning Board,
includin methods PPT , Interactive
g -
iriductive 5.7 | Reinforcement Whiteboards
learning, Learning. oarding
decision
trees,
explanation-
based 2
learning,
statistical
methods,
and
reinforceme
nt learning.
Mid II Exam
61

Total No. of Classes

Recommended Text Books for Reading:

T1: S. Russel and P. Norvig, “Artificial Intelligence — A Modern Approach”, SecondEdition,

Pearson Education. _ ..
T2: Kevin Night and Elaine Rich, Nair B., “Artificial Intelligence (SIE)”, Mc Graw Hill _ _
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